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L Abstract—The global adoption of smart phones has
raised major concerns about a potential surge in the
wireless traffic due to the excessive demand on multimedia
services. This ever increasing demand is projected to cause
significant congestions and degrade the quality of service
for network users. In this paper, we develop a proactive
caching framework that utilizes the predictability of the
mobile user behavior to offload predictable traffic through
the WiFi networks ahead of time. First, we formulate
the proactive scheduling problem with the objective of
maximizing the user-content hit ratio subject to constrains
stemming from the user behavioral models. Second, we
propose a quadratic-complexity (in the number of slots
per day) greedy, yet, high performance heuristic algorithm
that pinpoints the best download slot for each content
item to attain maximal hit ratio. We confirm the merits
of the proposed scheme based on the traces of a real
dataset leveraging a large number of smart phone users
who consistently utilized our framework for two months.

Index Terms—Content pre-fetching, behavioral models,
scheduling, traffic offloading, smart phone user traces

I. INTRODUCTION

Recently, we witness an ever increasing demand for the
wireless spectrum resulting from the exponential growth
of mobile data traffic due to the increasing penetration
of smart phones and the adoption of bandwidth intensive
multimedia applications that cater to diverse users’ needs.
This trend has been recognized as the major cause of cel-
lular networks congestion, forcing leading wireless opera-
tors around the world to consider significant additional in-
vestments in the cellular infrastructure. This trend is also
growing with the increasing number of active smart phone
devices. Moreover, the demand for mobile data will soon
globally outpace the existing network capacity. According
to [1], data and voice services in North America had similar
network loads until May 2007. This ratio has dramatically
changed ever since and it is suggested by recent reports
that mobile data traffic will increase 18-fold from 2011 to
2016 dwarfing voice services [2]. This, in turn, gives rise to
severe network congestion degrading the quality of service
(QoS) perceived by mobile users.

Handa [1] suggested three alternative approaches to
solve the cellular congestion problem, namely, (i) Scaling,
(ii) Optimization and (iii) Network offloading. Scaling to
4G/LTE networks may help overcome the congestion prob-
lem in the short-term, however, this solution remains a
temporary measure, at best. Network optimization, on
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the other hand, may help relieve the congestion problem
through efficient resource utilization, yet, it is limited in
its potential. Moreover, this approach is faced with se-
rious issues including isolation of heavy data users, pri-
vacy preservation and policing users’ traffic [3]. Offloading
to secondary infrastructure provides an alternate path to
wireless delivery. This approach has been widely accepted
and, according to [4], the majority of traffic (63%) gen-
erated by smart phones, tablets and feature phones will
transfer onto the fixed network via WiFi by 2015. Since a
high percentage of mobile data consumption occurs while
indoors or in motion, data traffic can be offloaded onto
complementary fixed networks via WiFi.

This paper addresses the traffic offloading approach from
a fundamentally different perspective that is based on the
novel framework of proactive resource allocation pioneered
by El Gamal et al. [5]. This framework holds the promise
of a significant increase in the wireless network capacity
without requiring additional investments in costly infras-
tructure. The basic idea is to exploit the inherent pre-
dictability of user behavior to schedule and pre-fetch con-
tent (i.e. before demand) to ease congestion and enhance
the user experience. There has been ample evidence in the
literature pointing to the predictability of mobile user be-
havior [6], [7]. In [6], it is argued that a large portion of
the Internet users have repetitive content access patterns
over time (i.e. days), whereas, in [7], it is shown that the
human mobility is up to 93% predictable.

When contrasted to traditional ”reactive” resource allo-
cation schemes, proactive resource allocation is proven to
attain considerable cost reduction gains for network oper-
ators, service providers, and content distribution networks
[8]-[10]. These gains ultimately attribute to the smoothed
out loads and the potentially improved QoS experienced
by users. Yet, these works consider only proactive service
through cellular network resources, and do not address the
potential gains under WiFi offloading.

In this paper, we give a particular attention to proactive
service through WiFi networks. Thus, multimedia content
will be offloaded through WiFi which yields no payment at
the user end, and more relaxed network conditions at the
cellular operator. This process requires careful selection
and scheduling of new content to best fit the WiFi connec-
tivity patterns of the users while maintaining an acceptable
degree of content freshness, and battery usage.

Among popular techniques used in the literature to
solve such problems are multi-objective Evolutionary Al-
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gorithms [11] and multi-objective meta-heuristics [12].
The results obtained in [11] show that evolutionary algo-
rithms can be effectively applied to the intrinsically multi-
objective scheduling problem of large-scale space network.
Multi-objective flow shop scheduling using meta-heuristics
is discussed by Kumar [12]. The objective therein is to
minimize the weighted sum of the total weighted squared
tardiness, make span, total weighted squared earliness and
the number of tardy jobs, concurrently. Genetic algorithms
and simulated annealing were also employed to solve this
problem, and a hybrid approach has been proposed for en-
hanced performance. Unfortunately, both approaches ex-
hibit high computational complexity for resource-limited
mobile devices.

Our contribution in this paper is two-fold. Firstly, we
introduce an operative architecture for Proactive User-
centric Automatic Loading, coined PAUL, for proactive
content caching. Such a system is tested on a multitude
of users and is proven to result in considerable savings to
the cellular networks, which dominantly happen during the
peak demand hour.

Secondly, we propose and detail a greedy proactive
scheduler leveraging the developed stochastic models for
the user behavior processes of interest. The objective of
such an algorithm is to maximize the hit ratio of cached
content. It features quadratic complexity in the number of
time slots per day, which renders it practically viable.

The rest of this paper is organized as follows. Section
IT overviews the overall system architecture, PAUL. After-
wards, we present the system model, formulate and solve
the proactive scheduling problem via a greedy algorithm in
Section III. In Section IV, we conduct a performance eval-
uation study with the aid of extensive simulations using
real-life smart phone traces. Finally, Section V concludes
the work and point out potential directions for future re-
search.

II. PAUL SYSTEM ARCHITECTURE

The ultimate objective of PAUL is to find a schedule for
pre-fetching content items, over the course of a day, before
actual user demand. The entire system hinges on develop-
ing trace-based stochastic models (profiles) for the mobile
user behavioral processes of interest, namely content con-
sumption, WiFi and battery state. Given the profiles, an
estimate of the average download data rate is computed to
estimate the success probability for content caching at a
given time slot. Using the calculated schedule, user content
can be pre-fetched and made available ahead of demand.

As illustrated in Fig. 1, PAUL consists of three major
building blocks, namely: (i) user behavior loggers residing
on the mobile device, as part of the Mobile App, (ii) trace-
based stochastic profilers modeling the user behavior and
(iii) proactive scheduler which retrieves ”predicted” con-
tent of interest before demand. The loggers are responsible
for capturing the behavior of the mobile user and device
and sending them to the cloud. The logged data, per-
taining to the demand side (content consumption) and re-
source side (average data rate and battery state), are then
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used to create representative users’ profiles. Ultimately,
the scheduler leverages the user profiles to build schedules
for content pre-fetching. The profiler and scheduler may
reside on the mobile device at the expense of consuming
computational and storage resources and battery. Hence,
they were moved to the cloud with abundant resources.

A. Logging User Behavior

This module resides on the user’s mobile phone with the
responsibility of logging the user WiFi connectivity and
data rate, the phone battery state and the content usage
behavior. The WiFi connectivity model aims at captur-
ing the visited networks, the residence time in each net-
work and the average download data rate throughout each
visit. Active Probing is employed to estimate the average
downlink data rate over the residence duration within an
access point (AP) [13], [14], [15]. We adopt active probing
to avoid wasting much bandwidth using small (100 bytes)
packets in order to minimize the incurred overhead.

The Battery State Logger is responsible for monitoring
the battery via logging the following battery events: (i)
Battery charging, (ii) Battery low and (iii) Battery OK.

The Content Usage Logger is responsible for logging the
user content consumption behavior for a number of popular
application categories. The logged data contains applica-
tion name, application category and time of request.

B. Probabilistic User Behavioral Models (Profiles)

Here aim to build a probabilistic user behavioral model
for each day of the week, based on the logged data. There-
fore, we divide the day into a number of scheduling peri-
ods (called segments) where each segment is divided into a
number of time slots with equal duration (system parame-
ter). We use the data from the logs (battery usage, average
data rate and accessed content) to generate representative
histograms, which constitute the user profile. In order to
build a probabilistic model for a physical phenomena, it is
well known from stochastic processes [16] that the sufficient
statistics for a process involves computing the joint prob-
ability of events at different time instants in order to cap-
ture the temporal correlations. This statement is generally
true for all three processes at hand. However, to reduce the
model complexity, we assume that the marginal probabil-
ity in a specific time slot is a sufficient statistic for the data
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rate and battery state processes. This implies no temporal
correlations are captured for these two processes. On the
other hand, the content usage process is assumed to cap-
ture short-term temporal correlations, manifested through
the successive download states from the same category over
a sequence of time slots. This short-term correlation is
intuitive since a typical user goes through a sequence of
download events upon visiting a content category of inter-
est.

Furthermore, the above mentioned processes generally
exhibit correlations among themselves. Based on intuition,
we assume that the battery state and data rate processes
are correlated. This can be illustrated with the aid of an
example. A user on the go, with limited or no available
WiFi access, will most probably have a Low Battery state.
On the other hand, a charging, or a fully charged bat-
tery state, would have higher probability of having a stable
WiFi connectivity. This correlation is the prime motiva-
tion for introducing a joint WiFi and Battery state model
in this paper. In order to simplify the model, the content
usage process is assumed to be uncorrelated to the data
rate and battery state processes.

The joint data rate-battery model captures the user’s re-
source availability. As illustrated earlier, the battery log-
ger periodically logs the state of the battery and lists it
in terms of the following three states: Charging, OK and
Low. On the other hand, the WiFi model provides a break-
down of the probability of a certain WiFi data rate during
the slot. We assume that the available download rate can
be divided into the following five data rate bins in kbps
e.g., 0-20, 20-40, 40-60, 60-80, > 80. Thus, the modeler
creates histograms for the battery and bandwidth with 15
different states (3 battery states * 5 data rate states). For
each slot, the probability that the state is (”Charging”,
"OK”, "Low”x”0-20", ”20-40”, ”40-60”, ”60-80”, "> 80”)
is computed from the logs. The probability of a given state
s is simply the ratio of time spent in that state over the
entire segment duration.

The Content Usage Profile models the user’s content
demand. The content usage logger periodically logs the
content (application) requests and lists them in terms of
the Application Categories. Afterwards, the content usage
modeling generates a histogram profile for a given user.
We assume that the system can retrieve one content item
per slot and that we have M applications categories. The
content usage logs are used to determine the probability
of consuming any of the M categories accessed by a given
user. Generally, different users may have different values of
M, however, M is fixed for a given user in a single time slot.
The content usage profiler computes the probability of re-
questing each application category (Content State) within
a specific time slot by dividing the number of requests for
each content item by the total number retrievals over a
pre-specified period of time.

C. Proactive Scheduler

The proposed proactive scheduling algorithm is the cen-
terpiece of PAUL and constitutes a major contribution of
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this paper and, hence, is presented in details in the next
section.

III. PROACTIVE CONTENT SCHEDULER

Given the probabilistic, trace-based user behavioral pro-
files constructed in Section II, the proposed proactive con-
tent scheduler leverages the inherent predictability of mo-
bile users behaviors, along with the increasing capabilities
of smart phones, to meet the ever growing demand for the
limited, non-renewable wireless spectrum. The resulting
scheduler is envisioned to deliver content before demand
that allows not only off-peak data offloading but also en-
hanced user experience. It also improves network resource
utilization by offloading across time and/or secondary net-
works (WiFi).

A. System Model

The scheduling scope is specified as one day as we as-
sume one segment per day throughout the paper. For any
day of the week, a schedule is generated based on the con-
structed probabilistic model for that day. r; and b; denote
the average download rate and battery state in slot 7, re-
spectively. The system accommodates M different types
of content items (application categories). A day is divided
into a number of slots with fixed duration, denoted, D.
Slot duration is the same, and fixed, throughout construct-
ing the behavioral models and scheduling. A single day is
split into N slots where N = D%i;‘g?s). We assume that
a single content item, at maximum, can be retrieved in a
single slot. Notice that no content items are retrieved, in a
particular slot, due to the lack of connectivity and/or bat-
tery resources or violation of content freshness constraints.
A scheduling policy, i.e. the slot-content item assignment,
for the N slots is modeled by the vector S as follows

S=[c},c2..of

where C}' represents retrieving content item of type i in
slot n and 1 <14,j,k < M.

B. Problem Formulation and Complexity

Our prime objective in this paper is to schedule content
item downloads, over the course of a day, in order to maxi-
mize the probability of the user having the content cached
before demand, subject to data rate, battery and content
freshness constraints.

Given a number of content items m < N that are con-
sumed by an arbitrary mobile user over the course of a
day at time instants, c;, where 1 < j < m, the optimal
proactive scheduler aims at maximizing the content hit ra-
tio (H) subject to the average download data rate and
battery state profiles, along with freshness, constraints as
follows

max H (1)
3
st.  K; €{0,1}, 1<i<N
K;=1-[1(P(r; < p) > a) V1(P(b; = Low) > )]
¢ —nj=f, 1<j<m
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where V is the logical OR operator and H is the content
item hit ratio for one segment defined as the percentage of
content items retrieved before the user consumption time,
where item j is retrieved in slot n;, that is,
~ 1(n; < [¢5])
H = IS RN G| (2)
2

and S represents the content item-slot assignment policy
over the span of one segment, b; is the battery state in
slot 4, r; is the average download data rate probed in slot
i, p is a system parameter indicating the minimum data
rate that allows downloading a single item per slot, K is
the number of items that can be retrieved per slot and
f is a freshness threshold, measured in number of slots.
Evidently, p is dictated by the maximum item size and
slot duration. The first constraint captures the case of no
retrieval in slot ¢ due to the lack of data rate and /or battery
resources. « and [ are probability thresholds that can be
tuned for each user and application consumption portfolio.
Per the system model, the second constraint asserts that
one item can be retrieved per slot at maximum. The third
is a content freshness constraint.

Evidently, the optimization problem in (1) is combina-
torial and, hence, the optimal scheduler has to examine
all |S] = (M +1)N combinations where M is the number
of application categories of interest and N is the number
of slots per day. This, in turn, gives rise to exponential
complexity of the optimal policy with the number of slots,
which makes the optimal prohibitively complex and prac-
tically infeasible. This motivates us to explore a simple,
greedy proactive scheduler, with only quadratic complex-
ity. Interestingly, it considerably outperforms the baseline
simulated annealing scheduler.

C. Greedy, Quadratic-Complexity Scheduler

The proposed greedy, proactive scheduler hinges on two
important notions, namely Reward and Utility. The Re-
ward captures the benefit of assigning a content item (Ap-
plication Category) to a given slot and the Utility captures
the feasibility of retrieving this content item in a slot based
on the availability of battery and WiFi connectivity re-
sources. Next, we give a detailed description of the greedy
proactive scheduler.

As indicated earlier, the day is divided into a number of
slots with fixed slot duration, D, which is the same time
unit used for building the user models in Section II.B. The
proposed scheduler proceeds through N rounds, where a
content item is assigned to one of the N slots in each round.
Each round consists of two major steps, one for computing
the Reward and another for the Utility. First, the proactive
scheduler assigns the maximum Reward content item to
each slot of the day. The Reward for each content item in
a given slot depends on the probability of consuming this
item over successive slots within a freshness window, W.
In essence, we assign the content item to a slot based on
the highest probability of being requested over the next W
slots. The content item with maximum Reward is selected
as a candidate for this slot. Accordingly, the Reward, R, of
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Algorithm 1 Greedy Proactive Scheduler

READ Content Profiles
READ Battery and WiFi Profiles
while UnscheduledSlots >0 do
1=0
while : < N do
j=0
while j < M do
CALCULATE Application Content Reward
SAVE Application with maximum Reward
Jj++
end while
CALCULATE Slot Utility
SAVE Slot with maximum Utility
1+ +
end while
Schedule Slot with maximum Utility
UPDATE Content Profile
UnscheduledSlots — —
end while

retrieving a content item, Cj, in a specific slot, n, is given
by w
R(Cjn)= > F(i,Cy),

1=n+1

1<j<M (3)

Thus, R(Cj,n) is determined by summing the profile
values F(i,C}), i.e. probabilities of the selected content
items, over all slots following slot n and within a window
size, W, which constitutes a parameter of the system and
represents item “freshness”. Next, we determine the con-
tent item candidate with the maximum reward in slot n,
that is,

(4)

In the second step of one algorithm round, the Utility U
of a given slot n having a maximum Reward Maz(R(n))

is given by
()

The slot utility incorporates the resource availability
side, captured by S(n), along with the content side, cap-
tured by the maximum Reward, Maxz(R(n)). The success
probability, S(n), is the probability of successfully retriev-
ing an item in slot n and is defined as the probability that
the average data rate and Battery state, at slot n, exceed
pre-specified levels necessary for successful item retrieval
over a slot. These levels were chosen to be in an ”OK” or
a ”Charging” battery state and a data rate higher than 20
kbps. The slot with maximum Utility is assigned to the
max Reward content item in this round and is removed
from the current unscheduled slots list. This indicates the
completion of one round of the algorithm.

The content item profiles are then updated based on the
content item assigned to the scheduled slot. The profile
values for the scheduled content item are decreased within
a window just after the current slot. This update reflects
the fact that a content item has just been scheduled and

Maz(R(n)) = max R(Cj,n)

U(n) = S(n).Max(R(n))
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would be fresh to use for a given window of time. The
whole process is then repeated, iteratively, for all N slots
in the segment (day).

For the proposed greedy scheduler algorithm, it is evi-
dent that in each round an assignment decision is taken
for one slot. Hence, the number of algorithm rounds grows
linearly with N. Thus, the computational complexity CC
of the proposed greedy scheduler is given by

CCyrecdy = O(N.v) (6)
where v is the number of computations per round, that is
the sum of number of computations in the Reward, R step
in (6) and the number of computations in the Utility, U,
step is as follows

v=0(M.N)+ O(N) (7)
Based on the above scaling behaviors, it is straightforward
to establish the following complexity result for the PAUL
scheduler

COgreedy = N= [O<MN) + O(N)] (8)
= O(M.N?) (9)

Thus, we conclude that the greedy PAUL scheduler has
only quadratic scaling behavior, with the number of slots
per day, IV, as opposed to exponential scaling behavior for
the optimal scheduler. This renders the greedy scheduler
a viable approach on smart phone and portable computing
devices.

IV. PERFORMANCE EVALUATION

In this section we quantify the performance of the pro-
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posed PAUL system. First, we demonstrate the data sav-
ing gains which capture the amount of cellular network
traffic that is effectively offloaded via PAUL over the WiFi
networks. Then, we compare the hit ratio performance of
the proposed greedy algorithm with a baseline simulated
annealing (SA) scheme to expose its relative performance
merits.

A. Performance of Data Savings

We consider the amount of data cached via PAUL on
WiFi and consumed later on under no WiFi connectiv-
ity as savings. In particular, without PAUL, this data
would have been consumed via the cellular network at a
price paid by the user and a potential of low QoS due to
buffering delays. Moreover, these savings also are consid-
ered beneficial for the cellular network operators since they
eventually reduce the excessive peak hour demand on the
network resources.

The results we present here are based on a real dataset
collected from 777 users who have been using PAUL in the
two months of May and June 2013. The users are located
all over the world.

Fig. 2 illustrates the monthly data savings attained via
PAUL. The savings frequency for all users in Fig. 2a re-
veals that more than 43% of all users save at least 1 GB of
data. These savings are mainly concentrated in the period
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Fig. 2: Left figures (a), (c) and (e) depict the frequency
of monthly savings, whereas right figures (b), (d) and (f)
depict the distribution of monthly savings for an average
user over the day.

of peak demand (from 10 a.m. to 10 p.m. [17]) as shown
in Fig. 2b. Thus, it can be noted that PAUL yields a
reduction of the total peak-hour load at the network op-
erators. Not only does this reduction improve the QoS for
PAUL users, but also it extends to non-PAUL users who
will eventually witness lower congestion levels.

Figs. 2c, 2e compare the monthly savings frequency for
the US and Egypt users. The relatively higher availability
of WiFi coverage in the US yields a less percentage of users
who save more than 1 GB as compared to Egypt. On the
other hand, the savings during the lunch break in the US
(from 12 p.m. to 1 p.m.) are remarkably larger than the
savings at any period of the day both in the US and Egypt,
as clarified in Figs. 2d, 2f.

B. FEvaluation of the Greedy Algorithm

The baseline scheduler: is implemented to compare
the results with the proposed greedy scheduling algorithm.
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TABLE I: System Parameters

Parameter Definition Value
N Number of slots per segment 48
M Number of application categories 10
w Window size (slots) 6
S Item size (MB) 25
Sc Cache size (MB) 250

SA [18] is a metaheuristic used for optimization of large
search space problems, like the problem at hand. The
probabilistic nature of this technique makes it more effi-
cient than exhaustive search in solving certain problems
that require finding a good solution rather than the opti-
mal solution.

The main procedure of SA is to probabilistically decide
which path between states shall be selected to move the
whole system to a state of lower energy (analogous to a
physical system state). At each step, the system moves to
a neighboring state if a lower energy state can be achieved.
Otherwise, the system remains in the current state. Dif-
ferent states are generated by altering given states, and a
termination condition need to be satisfied to reach a pre-
specified ”satisfactory” condition.

In our problem context, a random list of tasks is gener-
ated, i.e. assignment of content items to slots. The Utility
of the schedule is calculated as shown before using the
notion of Reward and the built user profiles. The total
schedule utility is calculated by summing the utility of all
assigned slots. In each iteration, a new randomized sched-
ule is generated and selected if it has a higher total utility
value than the previous schedule. This is repeated for the
N times (the stopping condition).

Relative performance gains: Table I includes the
numerical values of the PAUL system parameters used in
our performance evaluation study. For all shown results,
we assume the segment length is one day. We utilize the
smart phone traces collected by Rice university LiveLab
project [19], [20]. LiveLab is a methodology to measure
real-world smart phone usage and wireless networks with a
re-programmable, in-device, logger designed for long-term
user studies. LiveLab was deployed for a number of iPhone
3GS users. This includes 24 Rice University students from
February 2010 to February 2011, and 10 Houston Com-
munity College students from September 2010 to February
2011. While LiveLab logs a variety of measurements, for
the sake of our system evaluation, we only use the ap-
plication usage data, associated WiFi and data rate, and
battery level data.

It is worth mentioning that some preprocessing on the
data to fit our system has been performed. For the appli-
cation data, we measured the user application usage fre-
quency and duration and selected a set of applications to
work with (CNN, ESPN, YouTube, Facebook, Twitter and
LastFM) after removing the applications related to the OS
and games. We focus on this set of application categories
due to their popularity and widespread. For the associated
WiFi data, we summarized the entries into a set of WiFi
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TABLE II: Overall performance of the scheduling algo-
rithm compared to the baseline scheduler for all users

Performance metric Greedy SA
Hit ratio 42 % + 19% 28 % + 17%
Cache utilization 64 % + 12% 31% + 15%
Time in cache 98.33 mins + 25 | 121.58 mins £ 35

enter/exit entries. For the battery usage data, we worked
on both the connectivity data and battery level data. We
combined both data and processed them to get the entries
representing the required battery activities (battery OK,
low, and charging). Finally, we put all the processed appli-
cation, WiFi and battery data into the format required by
our user behavioral modeler to generate the user profiles
needed by the scheduler.

We implemented the greedy and baseline SA scheduler,
using the system parameters in Table I for 25 users. This
set was selected out of the 34 users available from the Live-
Lab data due to the availability of sufficient WiF1i, battery
and content logs over a sufficient period of time. Data was
divided to a training set of 5 weeks and a testing set. A
day was randomly picked from the available traces as the
testing day and the previous 5 weeks were used for building
the user behavioral models.

Table IT outlines the performance results for all 25 users.
These results show that an average value of 42% hit ratio
can be achieved using the implemented greedy schedule. A
maximum of 80% was achievable. The average cache uti-
lization was found to be 64%. The time in cache value was
measured to be the average time difference (in minutes)
between the request time and the time of caching. This
indicates how long the item resided in the memory before
actually being consumed by the user. An average of hour
and half is a satisfying result given that most of the cached
items are videos. This value indicates that caching hap-
pens relatively just before consumption and not so soon
to keep content as fresh as possible. It is worth mention-
ing that while the utilization of the cache reaches 100%
in some cases, the memory resources were generally under
utilized. This, in turn, motivates the quest for the opti-
mal cache size for PAUL, which lies out of the scope of
this work. The results also show that the greedy scheduler
outperforms the SA w.r.t. the average hit ratio by 33%,
and yields a higher cache utilization as well as lower time
in cache per item.

Our scheduling algorithm would intuitively perform bet-
ter in a resource abundant environment due to the WiFi
availability and good battery conditions. To get further in-
sights, users were classified into two main groups: Resource
abundant (RA) users, and resource challenged (RC) users.
Based on this classification, TableIll outlines the results
using the proposed greedy algorithm and previously used
system parameters.

The results confirm that our proactive scheduler yields
a higher hit ratio (roughly doubled) in an RA environment
as opposed to a RC one. The cache utilization is intuitively
better since more items are cached in a RA environment.
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TABLE III: Results on different user classifications, RA
and RC

Performance metric RA RC
Hit ratio 63 % + 9% 27 % £ 7%
Cache utilization 90 % + 4% 38% + 11%
Time in cache 94.13 mins + 19 | 72.33 mins + 24

The time in cache, on the other hand, has a relatively
lower value in the RC environment due to the fact that
fewer number of items are cached (i.e. less competition),
so the probability of caching it just before consumption is
high.

Fig. 3a compares the hit ratio performance of the pro-
posed greedy algorithm and SA. Different users have dif-
ferent behaviors concerning their available resource and
demand behavior. This is obviously captured by having
different hit ratio values for different users. User A10, for
instance, had more resources (WiFi and battery) compared
to user A04 which had a direct effect on the hit ratio, giv-
ing a higher value to the user with higher download data
rate, on the average. The figure also shows that our greedy
scheduling algorithm outperforms the SA in most of the
cases by about 30%.

Fig. 3b quantifies the hit ratio while changing the slot
duration, D. Users B08, B09 and B11 (as labeled in the
LiveLab traces) had a higher hit ratio with smaller slot du-
ration, while A04 experienced lower hit ratio with smaller
period. This is due to the the sparse content demand and
resources availability of A04 traces, as opposed to the other
three users. This resource challenging environment is ob-
served to perform better in a larger slot duration and less
scheduling items. The reason behind this is due to the fact
that a larger slot period, yields less items to cache, giving
a higher probability to more important items than over-
whelming the schedule with lots of items to cache as in the
case of shorter slot period.

M Greedy Algorithm M Simulated Annealing

Slot Period (minutes)

Hit ratio M 30 min M 60 min M 120 min
0.6 Hit ratio
05 05
05
04 o
03 04
03
0.2 0.2
02
0.1 01
0 v 01
sers
0 Users
A00 AO3 A04 A07 A10 BO2 BO3 808 809 B11 AO4

(a) (b)

Fig. 3: Hit ratio performance: (a) comparison with SA, (b) effect
of different slot size.

V. CONCLUSION

This paper addresses the aggravating congestion prob-
lem threatening cellular networks due to the excessive de-
mand on multimedia applications. We propose a novel ap-
proach that pre-fetches multimedia content to mobile users
before demand so as to ease the network congestion and
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enhance the user’s quality of experience. The proposed sys-
tem and proactive scheduler hinge upon constructing user
behavioral models for content consumption, data rate, and
battery level patterns. Due to the sheer complexity of the
optimal scheduler, we developed a low-complexity greedy
scheduler showing performance merits. When tested on a
real dataset of 777 users, the developed framework yields
significant data savings. These are successfully offloaded
over WiFi and consumed under no WiFi connectivity. In
particular, more than 43% of the users save at least 1 GB
per month. Such a demand reduction on the cellular net-
work renders the network conditions less strained at the
peak hour. Moreover, the proposed greedy algorithm out-
performs the baseline simulated annealing by 33%, on the
average. The proposed scheduler can fulfill the users’ re-
quests with a high percentage (up to 70%) using real-life
smart phone traces.
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